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Experimental particle physics in the collider era 

>  A wide variety of physics results from 
many, often very different experiments 

 

>  Energy frontier probed with increasingly 
complex accelerator installations 
  From single room colliders in the late 1950s to 

installations measured in kilometres 

  Results from newer experiments typically, but 
not always, supersede those of similar older ones  

 

>  Growth in size of the international 
collaborations, increase in the diversity of 
the data management 

 

>  We are now in the age of the Higgs boson 
and the LHC, with Petabytes of data 
  Belle 2, HL-LHC, and other projects such as the 

ILC or the next e-p/A collider still to come 
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1992: Hadron-Electron Ring Accelerator (HERA) @ DESY 
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1992: Hadron-Electron Ring Accelerator (HERA) @ DESY 

>  The world’s only electron-proton collider, 
collisions at H1 and ZEUS 1994-2007 

>  Precise picture of the proton, crucial 
measurements for hadron colliders 
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Workflow of a high energy physics experiment (1) 



David South |  A Validation framework for long term preservation of HEP data | 31.03.2014  |  Page 6 

Workflow of a high energy physics experiment (2) 
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Workflow of a high energy physics experiment (3)  

+ 

HERA delivered e±p collisions 
1992-2007 and the H1 Collaboration 

collected 0.5 fb-1 of data, ~ 109 events 

The raw data output 
from the detector is 

written to tape 

Raw data transformed 
into DST format using 

Fortran based software, 
regular re-processing 

Analysis level data 
format and software 
written in C++ and 

based on ROOT 

Regular common data and MC 
production, calibrations and 
analysis performed using 

central computing resources    H1 publishes physics results 
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The last years have seen the end several older experiments 

HERA, 30 June 2007 

LEP, 2 November 2000 

PEP-II, 7 April 2008 

KEKB, 30 June 2010 

The Tevatron, 30 September 2011 
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What do you do when the collisions have stopped ? 

>  Finish the analyses! But then what do you do with the data? 
  Until recently there was no clear policy on this in the HEP community 

  In the main, older HEP experiments have simply lost the data 

>  Data preservation, including long term access, is generally not part of 
the planning, software design or budget of an experiment 
  So far, HEP data preservation initiatives have been in the main not planned by the 

original collaborations, but rather the effort a few knowledgeable people 

>  The conservation of tapes is not data preservation! 
  “We cannot ensure data is stored in file formats appropriate for long term preservation” 
  “The software for exploiting the data is under the control of the experiments” 
  “We are sure most of the data are not easily accessible!” 
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The difficulties of data preservation in HEP 

>  Experiments are generally interested in the here and now 
  Until recently the issue of data preservation was not really considered at the LHC 

 

>  Handling HEP data involves large scale traffic, storage and migration 
  The increasing scale of the distribution of HEP data and evolving access methods may 

complicate the task 
 

>  Who is responsible? The experiments? The computing centres? 
  Problem of older, unreliable hardware: unreadable tapes after 2-3 years 

  The software for accessing the data is usually under the control of the experiments 
 

>  Key resources, funding and expertise, decrease after data taking stops 
 

>  And importantly: Who says we want to do all this anyway ? 

  Is the potential benefit really worth the cost and effort? And how much does it cost? 

  Can the relevant physics cases be made? 
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DPHEP: An international Study Group on data preservation 

>  First contacts established 2008, endorsed as an ICFA panel 2009 
  Group since grown to over 100 contact persons 

  Initial make up of the group was driven by the coincidence of the end of data taking at 
several large colliders – SLAC, HERA, Tevatron 

  Has grown to include many others including the LHC experiments 

>  Steering Committee with representatives from all members 

>  International Advisory Committee 
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DPHEP: All major High Energy Physics players represented 
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DPHEP: Series of workshops held since 2009 
 

>  Series of DPHEP workshops held since 2009 

 
 
 

 
>  Dedicated sessions at Computing in High Energy Physics conferences 

>  More recently: meetings focussing on dedicated topics such as “Costs of 
Curation” and “DPHEP Portal” (planned for later this year) 

>  2009: Short publication, four key areas of the study group: Physics Case 
for Data Preservation, Preservation Models, Technologies, Governance 

arXiv:0912.0255 

Jan 2009: DESY      May 2009: SLAC     Dec 2009: CERN         Jul 2010: KEK      May 2011: Fermilab   Nov 2012: CPPM 
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DPHEP: Publication of the key findings 

>  2012: Full status report of the activities of the 
DPHEP Study Group, including: 
  Tour of data preservation activities in other fields 

  An expanded description of the physics case 

  Defining and establishing data preservation principles 

  Updates from the experiments and joint projects 

  FTE estimates for these and future projects 

  Next steps to establish fully DPHEP in the field 

arXiv:1205.4667 
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Building the physics case: Reasons to preserve HEP data  

>  Long term completion and extension of an existing physics program 
  Up to 25% of papers are finalised in the “archival mode”. Publications still coming! 

  Gain in scientific output of the experiments 
 

>  Cross-collaboration and combinations of physics results 
  During the active lifetime of similar experiments at one facility: LEP, HERA, TeVatron 

  And later across larger boundaries: Belle/BaBar, TeVatron/LHC 
 

>  Revisit old measurements or perform new ones 
  Access to newly developed techniques, comparisons to new theoretical models 

  Unique data sets available in terms of energy, initial states 
 

>  Use in scientific training, education, outreach 
  Simplified formats: associated exercises to perform e.g. composite-particle 

reconstruction, finding signals in the background, ... 
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Example: Revisit old measurements or perform new ones 

1989 2009 

>  Access to newly developed techniques, 
comparisons to new theoretical models 
  History may be repeated with the HERA αs measurements 

>  Unique data sets are available in terms of initial 
state particles and energy  
  If no LHeC or alternative, all he have are the HERA e±p data 

  Tevatron pp are also unique: AFB, high-x jets, ... 

  Fixed target experiments, ... others, ... 

- 
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Ok, so it’s worth doing. Define some preservation models 

Preservation Model Use Case 
1 Provide additional documentation Publication related info search Documentation 
2 Preserve the data in a simplified format Outreach, simple training analyses Outreach 

3 Preserve the analysis level software and 
data format 

Full scientific analysis, based on 
the existing reconstruction Technical 

Preservation 
Projects 4 Preserve the reconstruction and simulation 

software as well as the basic level data   
Retain the full potential of the 
experimental data 

>  First you need to ask the question: What is HEP data? 
  Digital information, software, meta-data, documentation, publications, expertise, ... 

  Define preservation levels according to use case and expectation 

  

 
   

 
  

>  Originally idea was more of a progression, almost like an inclusive level 
structure, but now seen as complementary initiatives 

>  Three levels representing three areas: 
  Documentation, Outreach and Technical Preservation Projects   
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The HEP data themselves are not the problem 

>  What is clear from estimates of data 
size, is not prohibitive: numbers 
between 0.5 to a 10 PB 

>  Computing centres are, at least by 
volume arguments, able to store the data 
  Data preservation in HEP is not about the data! 

 

>  Regular migration of the data to latest 
technologies should be considered and carefully planned 

>  Currently employed storage systems may not be suited for archival 
storage: Requires regular integrity checks, rather than occasional use 
  Any archival system should be able to absorb future technological evolutions 

 

>  What is much more crucial is the preserving the software and 
environment, which allows analysis to continue into the future 
  This is the challenge facing HEP experiments 
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Isn’t it obvious, virtualisation will solve everything? 

Yves Kemp (DESY-IT) 
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Freezing vs rolling 

Yves Kemp (DESY-IT) 
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Pizza Preservation 

 

>  Whilst freezing the software and environment is easy to do, long term use 
and correctness of the results not guaranteed 
  Naïve assumption virtualisation solves everything may break down at the first security issue 

>  Freezing software is OK if the timeline and scope are reduced, but if 
changes are needed this is more difficult the longer software is frozen 

>  Better to cook the same recipe again and again (and maybe even allow it to 
be improved), validating the output automatically 
  Virtualisation can help! 

Yves Kemp (DESY-IT) 
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The Software Preservation System @ DESY 

>  Automated validation system to facilitate future software and OS transitions 
 Uses virtualisation techniques to repeatedly run well defined tests  
  Perform checks of different and evolving environments (OS, s/ware configuration) 
  Stand alone system: No hidden dependencies or /afs access etc: rigorous testing 
  Automatically check these results against predefined, default values  
 Notify when test results differ from these values  
  Separate responsibilities of IT and the experiments 
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The Software Preservation System @ DESY 

This is provided by 
the experiments 

>  Automated validation system to facilitate future software and OS transitions 
 Uses virtualisation techniques to repeatedly run well defined tests  
  Perform checks of different and evolving environments (OS, s/ware configuration) 
  Stand alone system: No hidden dependencies or /afs access etc: rigorous testing 
  Automatically check these results against predefined, default values  
 Notify when test results differ from these values  
  Separate responsibilities of IT and the experiments 
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The Software Preservation System @ DESY 

This is defined by the 
experiments and (generally) 

provided by IT 

>  Automated validation system to facilitate future software and OS transitions 
 Uses virtualisation techniques to repeatedly run well defined tests  
  Perform checks of different and evolving environments (OS, s/ware configuration) 
  Stand alone system: No hidden dependencies or /afs access etc: rigorous testing 
  Automatically check these results against predefined, default values  
 Notify when test results differ from these values  
  Separate responsibilities of IT and the experiments 
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The Software Preservation System @ DESY 

And this is provided by IT 

>  Automated validation system to facilitate future software and OS transitions 
 Uses virtualisation techniques to repeatedly run well defined tests  
  Perform checks of different and evolving environments (OS, s/ware configuration) 
  Stand alone system: No hidden dependencies or /afs access etc: rigorous testing 
  Automatically check these results against predefined, default values  
 Notify when test results differ from these values  
  Separate responsibilities of IT and the experiments 
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The Software Preservation System @ DESY 

And herein lies the majority of 
the work for the experiments 

>  Automated validation system to facilitate future software and OS transitions 
 Uses virtualisation techniques to repeatedly run well defined tests  
  Perform checks of different and evolving environments (OS, s/ware configuration) 
  Stand alone system: No hidden dependencies or /afs access etc: rigorous testing 
  Automatically check these results against predefined, default values  
 Notify when test results differ from these values  
  Separate responsibilities of IT and the experiments 
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Inputs to the preservation system and work flow  

>  1) Experimental software is consolidated 
and migrated to the most recent OS 
  Unnecessary dependencies are removed, 

necessary ones incorporated into the system  

  Analysis and data validation tests defined 
and prepared, examining each part of the experimental software required 
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Inputs to the preservation system and work flow  

>  1) Experimental software is consolidated 
and migrated to the most recent OS 
  Unnecessary dependencies are removed, 

necessary ones incorporated into the system  

  Analysis and data validation tests defined 
and prepared, examining each part of the experimental software required 

>  2) Regular build of the experimental software is done automatically 
according to the current prescription of the working environment and the 
validation tests are performed 
  At regular intervals, new OS and software versions will then be integrated into the system, 

under the supervision of experts from the host IT department  
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Inputs to the preservation system and work flow  

>  1) Experimental software is consolidated 
and migrated to the most recent OS 
  Unnecessary dependencies are removed, 

necessary ones incorporated into the system  

  Analysis and data validation tests defined 
and prepared, examining each part of the experimental software required 

>  2) Regular build of the experimental software is done automatically 
according to the current prescription of the working environment and the 
validation tests are performed 
  At regular intervals, new OS and software versions will then be integrated into the system, 

under the supervision of experts from the host IT department  

>  3) Validation successful: no further action to be taken; test fails, differences 
compared to the last successful test are examined and problems identified 
  Interventions then required either by the host of the validation suite or the experiment 

themselves, depending on the nature of the reported problem 
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Inputs to the preservation system and work flow  

>  1) Experimental software is consolidated 
and migrated to the most recent OS 
  Unnecessary dependencies are removed, 

necessary ones incorporated into the system  

  Analysis and data validation tests defined 
and prepared, examining each part of the experimental software required 

>  2) Regular build of the experimental software is done automatically 
according to the current prescription of the working environment and the 
validation tests are performed 
  At regular intervals, new OS and software versions will then be integrated into the system, 

under the supervision of experts from the host IT department  

>  3) Validation successful: no further action to be taken; test fails, differences 
compared to the last successful test are examined and problems identified 
  Interventions then required either by the host of the validation suite or the experiment 

themselves, depending on the nature of the reported problem 

>  4) Final phase: when person-power becomes an issue or an 
unsolvable problem occurs: preserve final image, finite lifetime 
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The sp-system: Towards the full implementation 
 

>  Pilot project in 2010 
  Single configuration, simple tests 

>  Full implementation now at DESY 
 

>  Common baseline of Scientific Linux 5 
32-bit achieved in 2011 by all expts 
  Sound starting point for validation 

 
>  Multiple OS configurations available 

within sp-system: 
  sl5.6/64(gcc4.4),  sl5.7/32(gcc4.4),  sl5.7/64(gcc4.1),  sl5.7/32(gcc4.1),  sl6.2/64(gcc4.4)  

>  In addition, to multiple ROOT (analysis software) versions 
  5.26.00d,  5.28.00c,  5.30.05,  5.32.00,  5.34.01 

>  64-bit systems a major step toward migrations to future OS and hardware 
  SL6 will only be supported in 64 bit variant at DESY 

  nfs4.1 technology, to be used in dCache, native only in SL6.2/64 or higher 
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First sketch of H1 tests 
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First sketch of H1 tests  
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Example structure of experimental tests: H1 (Level 4)  

Compilation Validation 

Including compilation of individual packages: about 250 tests planned by H1 
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Running jobs in the sp-system
>  Initial step 

  Compilation of analysis (level 3) and sim/rec (level 4) software 
  Or: use tar-balls with pre-compiled software 
  Provide access to software 

 Copy tar-balls to persistent storage 
  All output kept in directory with unique name validation step

running step

build step

tgz

${ID}

source
code
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Running jobs in the sp-system
>  Initial step 

  Compilation of analysis (level 3) and sim/rec (level 4) software 
  Or: use tar-balls with pre-compiled software 
  Provide access to software 

 Copy tar-balls to persistent storage 
  All output kept in directory with unique name 

>  Run parallel tests 
  Set up software environment 
  Validate binaries with persistent input 

 e.g. event display, database access, .. 

validation step

running step

build step

persistent
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Running jobs in the sp-system
>  Initial step 

  Compilation of analysis (level 3) and sim/rec (level 4) software 
  Or: use tar-balls with pre-compiled software 
  Provide access to software 

 Copy tar-balls to persistent storage 
  All output kept in directory with unique name 

>  Run parallel tests 
  Set up software environment 
  Validate binaries with persistent input 

 e.g. event display, database access, .. 
 

>  Run sequential tests 
  Set up software environment 
  Validate file production 

 1. MC generation    (produce gen files)  
 2. Reconstruction    (gen. files → DSTs) 
 3. Analysis level    (DSTs → ROOT files) 

  Tests use output of previous test as input 
 

>  Results remain accessible or can be reproduced with identical results 

validation step

running step

build step

persistent

tmp
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Running jobs in the sp-system
>  Initial step 

  Compilation of analysis (level 3) and sim/rec (level 4) software 
  Or: use tar-balls with pre-compiled software 
  Provide access to software 

 Copy tar-balls to persistent storage 
  All output kept in directory with unique name 

>  Run parallel tests 
  Set up software environment 
  Validate binaries with persistent input 

 e.g. event display, database access, .. 
 

>  Run sequential tests 
  Set up software environment 
  Validate file production 

 1. MC generation    (produce gen files)  
 2. Reconstruction    (gen. files → DSTs) 
 3. Analysis level    (DSTs → ROOT files) 

  Tests use output of previous test as input 
 

>  Results remain accessible or can be reproduced with identical results 

validation step

running step

build step

persistent

tmp

 It is essential to have robust definition 
of complete set of experimental tests  

 

The nature and number dependent on 
desired preservation level  
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Putting it all together 
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Putting it all together 

Full chain, including 
compilation of all H1 software, 
from MC generation, through 
to validation of analysis level 
(e.g. high Q2 neutral current) 

histograms now in place within 
the sp-system  
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Putting it all together 

Here a much finer 
granularity needed  for 
displaying the results ! 



David South |  A Validation framework for long term preservation of HEP data | 31.03.2014  |  Page 42 

Digesting the validation results 

>  Display the results of the validation in a 
comprehensible way: web based interface 

>  The test determines the nature of the results 
  Could be simple yes/no, plots, ROOT files, text-files 

with keywords or length, ...  

Default (CN) MC 
Standalone MC  
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Deployment 

>  The whole point of the sp-system is not to provide a future resource for 
the experiments, but rather to provide a recipe which can be deployed 
  At DESY, this means for example exploring alternative resources such as the local 

BIRD cluster, the National Analysis Facility (dedicated to LHC, unlikely) or the Grid 
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Current status and future of the project 

>  In total more than 300 runs over sets of pre-defined tests have been 
performed within the sp-system by the HERA experiments 
  The experiments are in the process of migrating to SL6/64bit, and tests performed so 

far have already identified and helped to solve several long-standing bugs 

  The next challenges include Scientific Linux 7 compatibility issues with ROOT 6 

>  The process of defining and implementing the complete set of validation 
tests for the whole chain of software to be preserved is still on-going 
and is expected to take another year 
  Crucial period, future analysis of data from HERA dependent on long term access  

>  The concept of the sp-system at DESY is applicable to other HEP 
experiments, including those at the LHC 
  Additionally, the sp-system is also able to host validation initiatives from other 

experiments and the light structure allows migration of current tests into it 
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Summary 

>  DPHEP is established in the field of high energy physics for matters 
concerned with data preservation 
  Group is now in transition to a new Collaboration structure, first signatories in 2013 

  Many successful cross-experimental projects 

>  Future analysis of HEP data relies not only on reliable, long term data 
access but also on keeping the software and environment alive 
  We believe employing migration and in-depth validation provides greater longevity 

compared to basic virtualisation solutions – although virtualisation is still a crucial tool! 

  This includes compilation and examines all facets of the experiment software stack 

>  The solution offered, which uses virtualisation as a tool to provide a 
coherent, multi-versioned environment, is applicable to other HEP 
experiments and other scientific fields arXiv:1310.7814 


